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Randomised distributed algorithms Since the seminal work of Rabin [6], randomisation has
proven to be a powerful tool to solve computationally hard problems. In particular, in the field
of distributed computing, probabilities can yield more efficient solutions, or even permit to solve
problems that are otherwise unsolvable. An example is the central problem of consensus for asyn-
chronous message-passing systems, which admits no deterministic solution when as few as one
process can crash [3], and for which Ben Or proposed a randomised solution [1]. The correctness of
this randomised algorithm, assuming more than half of the processes are correct, can be formalised
by qualitative properties, including probabilistic wait-free termination: “independently of the initial
configuration, almost-surely all correct processes output a value”.

The need for formal verification Despite the appearant simplicity of Ben Or’s algorithm,
only paper-and-pencil proofs of the properties it ensures appear in the literature. However, the
combination of distributed aspects and probabilities makes human reasoning difficult, as observed
by Lehmann and Rabin: “proofs of correctness for probabilistic distributed systems are extremely
slippery” [5]. Formal verification techniques can be extremely useful in this context: they would
avoid tedious and error-prone manual proofs.

Parameterized verification Distributed algorithms are designed to run on systems composed
of arbitrarily many agents. The automated verification of such crowd systems [2] is challenging: its
aim is to validate at once all instances of the model, independently of the (parameterised) number
of agents. A promising approach is thus to develop ad hoc parameterized verification techniques to
automatically verify the correctness of randomised distributed algorithms.

Internship objectives To model randomised distributed algorithms, we propose to build on
the existing model of threshold automata, used to prove safety properties of fault-tolerant non-
probabilistic distributed algorithms [4]. Parameters of the execution of the algorithm, namely the
number of participants and the number of faulty processes, appear in guards of threshold auto-
mata. The first objective of the internship will be to design a model for randomised distributed
algorithms, that extends threshold automata with multiple rounds, and obviously with random
choices. A second objective will be to develop decision algorithms for simple qualitative prop-
erties. For example, the correctness of randomised distributed algorithms for consensus includes
probabilistic wait-free termination: almost-surely all correct processes decide on a value. Finally,
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to demonstrate the applicability of the approach, if time permits, the last objective will be to
implement a light prototype tool to verify an example case-study, such as Ben Or’s algorithm.

This internship comes within the scope of a broader research project on the verification and
synthesis of probabilistic parameterised systems. It thus can lead to a PhD. The long-term goal
is to tackle the verification of quantitative properties to assess the performances of randomised
distributed algorihms. One would typically aim at proving automatically that: “the expected
number of rounds before termination is logarithmic in the number of processes”, or “the probability
that all correct processes decide before 10 rounds is at least .85 when less than 20 processes are
involved”.
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